Live-coding vs Static Code Examples: Which is better with respect to Student Learning and Cognitive Load?
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ABSTRACT
Teaching programming using static code examples is the process of displaying pre-written code examples and explaining the purpose of the code. Live-coding is the process of writing code in-class in front of the students and thinking aloud while doing so. Static coding has more structure (similar to PowerPoint presentations) but lacks the authenticity and dynamic nature of writing code lively in front of an audience since the focus is more on the end product (i.e., program) rather than the process in which the program came to life. On the other hand, live-coding engages the students as the process is dynamic and makes the instructor’s thought processes explicit to the students, but it lacks the structure and predictability of static code examples. We conducted an experiment in which we taught programming and data structures in C++ to two groups of undergraduate students. We used live-coding to teach one group (experimental) and static code examples to teach the other group (control). We conducted a pre-test and a post-test to measure students’ understanding of programming before and after our intervention respectively. We collected a validated survey to measure the cognitive load experienced by the students in both the groups. Our experiments failed to show a difference between live-coding and static code examples with respect to student learning, but we found that live-coding reduced the extraneous cognitive load on students when compared to static code examples.
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1 INTRODUCTION
Programming is usually taught using a variety of instructional techniques including but not limited to traditional approaches like writing code on a black/chalk board or document camera, displaying static code examples in a PowerPoint presentation, and active learning approaches like live-coding, peer instruction, think-pair-share, Process Oriented Guided Inquiry Learning (POGIL), etc.

Two commonly used techniques among them are static code examples and live-coding. Static code examples are programs (code snippets) that are written by an instructor before a class and are used to explain how the code snippet works. Live-coding is the process of writing code examples during the class in front of the
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students. While writing code, the instructor usually thinks aloud to make his/her thought process visible to the students [13].

Some benefits of static code examples include: code is fixed and does not change on-the-fly [7], code is written and tested before the lecture, code snippets could be shared before the class to the students so that they can follow along during the lecture, and could save some lecture time since code is pre-written. Some drawbacks of static code examples include: entire code snippet is shown to the students at once and so students might feel overwhelmed, the process of writing the code snippet is hidden from the students and so they might develop a false impression that code is usually written in the way it is presented (i.e., starting from top to bottom, without any errors) while it is usually not the case [16].

Some benefits of live-coding include: making the process of programming visible to the students [3], making the instructor’s step-by-step thought processes explicit [14], helps students understand implicit skills like incremental coding [26], helping learners understand how to detect and correct bugs in programs (i.e., debugging) [26], make instructors more relatable as students see that instructors too make mistakes while coding [2], and holding students’ attention better since live-coding is a dynamic process [27].

Some drawbacks of live-coding include: slowing down the instructor as live-coding is a time-consuming process [26] (which might be better from the students’ perspective); making it difficult for the students to take notes since the program is constantly changing (e.g., code refactoring); making it hard for the students to follow along since there could be multiple context switches between different applications like an Integrated Development Environment (IDE), terminal, and Jupyter notebooks [7].

Prior research on live-coding [25–27] report on the effectiveness of this approach for teaching programming to novice programmers. In these prior works, students’ preferences on live-coding vs. traditional pre-coded examples were collected and they show that novice programmers prefer live-coding over static code examples for learning programming [25]. Even though the student preferences of live-coding for teaching introductory programming are well-known, there has been very limited work that has been done on measuring the actual learning benefits between a live-coding and static code examples session [27]. Also, to the best of our knowledge there is no prior work on measuring the cognitive load experienced by students in a live-coding versus static code examples session.

In this study, we focus on evaluating the approach of teaching programming using live-coding and static code examples with respect to student learning measured using pre- and post-tests. We also evaluate these two approaches with respect to the cognitive load perceived by the students in the two groups. Our research questions are the following:

(1) Is there any difference between teaching programming using live-coding versus static code examples with respect to student learning?

(2) Is there any difference on the cognitive load imposed on the students due to these two teaching approaches?

Cognitive load theory [33] explains differences in learning outcomes via differences in cognitive load. It generally predicts higher cognitive load will reduce learning [23]. We hypothesize that when static code examples are presented to students, this may increase their extraneous cognitive load (see Section 3.1) and therefore decrease their learning since the entire code is presented at once. We believe that when pre-written code is presented to the students their cognitive load may be high because they might not be sure of where to focus in the code and so might feel overwhelmed. On the other hand, we believe that if code is written line-by-line as performed in a live-coding session, then the cognitive load on students might be less because they know exactly where to focus and hence this might increase their learning.

The contributions of our work are the following:

(1) Provide evidence to show if one among the two approaches (i.e., live-coding vs static code examples) is better than the other with respect to student learning.

(2) Provide evidence for the amount of cognitive load imposed on the students by both these teaching approaches and show which one might be better.

2 RELATED WORK

Soosai Raj et al. conducted an experiment to study the effect of a students’ native language for learning programming [29]. As a part of their study, they conducted a live-coding session to teach linked lists to both the experimental and the control groups. Surprisingly, they found that more than half of the students in both the groups have mentioned the usefulness of live-coding sessions in their open-ended feedback. They conducted a grounded theory analysis to understand the role of live-coding in learning introductory programming [26]. They found that live-coding helps students understand the process of programming, learn debugging skills, and acquire good programming practices like incremental coding, commenting, indentation, etc.

Rubin compared the effectiveness of live-coding against static code examples in an introductory C++ course [27]. In the static code examples (control) group, the instructors never typed code in-class but instead viewed, compiled, and executed code examples during the classroom lectures. In the live-coding (experimental) group, instructors started with a blank screen and taught programming by typing, compiling, testing, and executing code in-class. He administered surveys and analyzed student final grades to assess the effectiveness of live-coding. He found that students in the live-coding group performed significantly better than the students in the static code examples group on projects (large coding assignments) while the static code examples group performed slightly better than live-coding group on exams although the difference was not statistically significant. The survey results showed that students in the live-coding group preferred code examples over PowerPoint slides more than the control group. Based on these results he concludes that live-coding is as good as if not better than static code examples.

Paxton discusses the role of live programming as a lecture technique [25]. In a survey collected from students in a live programming class, he found that students preferred live programming when compared to a traditional approach (i.e., static code examples). Based on student feedback and his own experiences, he reports that live programming is not only fun but seems to be an effective technique for teaching programming.
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Students in an introductory programming course were exposed to three active learning techniques for learning programming, namely mini-lectures, live-coding and in-class coding. Using a student survey at the end of the course, the authors found that students preferred guided instructional techniques like live-coding more when compared to minimally guided techniques like in-class coding [30]. A limitation with this study is that the students’ preferences were not correlated with their performance in the course.

Live-streamed programming is similar to live-coding where a developer broadcasts his/her coding session on an open source software project with other developers using streaming websites like YouTube or Twitch. Alaboudi and LaToza conducted an exploratory study to better understand the characteristics, motivations, and challenges in live-streamed programming [1]. They analyzed 20 hours of live-streamed videos and surveyed 7 streamers about their experiences. They found that streamers are motivated by knowledge sharing, socializing, and building an online presence, but face challenges with tool limitations and maintaining engagement with their viewers.

Morrison investigated whether auditory explanations of code result in improved learning performance over written explanations in an introductory programming class [21]. They developed online instructional material in one of the three formats: 1) auditory only explanations, 2) text only explanations, or 3) both auditory and text explanations. They used the cognitive load questionnaire [22] to measure the cognitive load in different types of interventions. They found that altering the modality (text, oral, both) of code explanations did not improve student learning as measured by retention and transfer questions. They concluded that even though many instructors for introductory programming perform live-coding, assuming that presenting the code in an overhead display and explaining the code is an effective pedagogical technique, we still have no evidence that this dual modality teaching technique is effective for students learning introductory programming.

We note that in the above study, Morrison uses the term “live-coding” for presenting code on an overhead display and providing oral explanations alongside. In this paper, we use the term static code examples for presenting and explaining code that is pre-written and we use the term live-coding for writing code in a step-by-step manner and explaining the thought processes behind coding.

Most of the previous works [6, 14, 15, 28], except the controlled experiments by Rubin [27], evaluate the usefulness of live-coding either using student surveys which asks about their preferences towards live-coding or using student responses to questions like ‘What do you like/dislike about live-coding’. Even though these prior works report the value of live-coding as a pedagogical strategy for teaching introductory programming, we have very limited data (only one experiment [27]) that actually compares the effectiveness of live-coding with static code examples with respect to student learning. Also, to the best of our knowledge, none of the previous works have focused on measuring the cognitive load imposed on students during a live-coding versus static code examples lecture. We consider our study to be an extension of Rubin’s work applied to a data structures course and the first of its kind to measure and compare the cognitive load imposed on students in a live-coding versus static code examples lecture.

3 THEORETICAL BACKGROUND

The two theories that are relevant to our work are cognitive load theory and cognitive apprenticeship.

3.1 Cognitive Load Theory

Cognitive load is the load imposed on an individual’s working memory by a particular learning task (e.g., problem solving, thinking, reasoning) [36]. Cognitive load theory focuses on the cognitive resources used during learning and problem-solving. It is a set of evidence-based learning principles that are proven to result in efficient instructional strategies [9].

Instruction can impose three types of cognitive load on students’ memory: intrinsic load, extraneous load and germane load. Intrinsic load (IL) is defined as a combination of the innate complexity of the material and the learner’s prior knowledge. A subject (e.g., programming) is considered to have a high intrinsic (cognitive) load if it has a high element interactivity. That is, learning the subject requires remembering and processing many things simultaneously [35]. The prior knowledge and expertise also play a major role in intrinsic load since experts chuck knowledge in different ways than novices and so experts use much less working memory than novices for the same cognitive task [5]. Extraneous load (EL) refers to load imposed on the working memory that is not directly helpful for learning. For example, when materials used for learning (e.g., code, slides) are not easy to comprehend, then the amount of memory resources used to understand them do not directly help with learning and so they contribute to the extraneous load imposed on the learner. [19]. Germane load (GL), on the contrary, refers to instructional features that were beneficial to the learning. Germane load is a desirable form of cognitive load as it helps with schema acquisition and automation which enhances learning [24]. Prior works have suggested that to optimize the learning, instructional designers should design instructional materials such that they reduce the extraneous load, minimize the intrinsic load, and free the remaining working memory for learning such that the germane load is increased [34].

3.2 Cognitive Apprenticeship

Apprenticeship is a model of learning in which an apprentice learns the skills needed to perform a task from a skilled master. In traditional apprenticeships, the master shows the apprentice how to do the task, observes the apprentice perform certain aspects of the task, and gives more and more responsibility to the apprentice until the apprentice can do the task on their own [10].

Cognitive apprenticeship is a model of education that is based on traditional apprenticeships but incorporates the elements of modern day schooling like conceptual understanding [10, 11]. The primary focus of cognitive apprenticeship is to make the thinking of an instructor to be visible to the students [10].

Cognitive apprenticeships differ from traditional apprenticeships in many ways. For instance, in traditional apprenticeship, the process of carrying out a task to be learned is usually easily observable (e.g., tailoring clothes). In cognitive apprenticeship, one needs to deliberately bring the thinking to the surface, to make it visible [10]. For example, an instructor needs to explicitly convey the different
algorithmic/design decisions that they make at every step while writing code.

Cognitive apprenticeship helps students learn the implicit processes involved in programming like incremental coding, debugging, and decomposing a large problem into multiple functions [26]. For example, it is a common practice to write a few lines of code that perform a certain task (e.g., read from a file), test if that particular task works, and then proceed to the next task. This practice is called incremental coding and is an important skill while writing code since at any point in time we can be confident that the previous few lines of code (within the function we are writing) works as expected. It is hard to teach such a practice using static code examples as the students see all the code at once and would have no idea how the code was written. But in a live-coding session, it is relatively easier to teach incremental coding since the process of programming is exposed to the learners.

4 METHODOLOGY

In this section, we explain the methodology that we used to conduct our experiment and collect our data.

4.1 Participants

We conducted our research at an Engineering college in Chennai, Tamil Nadu. Our study was conducted for six weeks (weeks 2 to 7 in a 15-week semester) during July and August of 2018. We recruited 180 students from a course on 'Advanced data structures using C++'. We randomly assigned our participants into one of the two groups (of 90 students each), namely live-coding (experimental) group and static code examples (control) group. Our study was advertised as an optional class where students can learn the basics of C++ Standard Library. As it was an optional class, many students dropped out of the study as the weeks progressed. Also, as the topics were building on top of previously taught topics, generally, students who missed a few classes stopped showing up in the later classes. We ended up with 81 students in total (40 students from control group and 41 students from experimental group) who attended all the lectures and tests. The students were in their second year of college and had previously taken an introductory programming course and a basic data structures course in C [18]. The course alongside the lectures and tests was taught previously using both live-coding and static code examples and is equally comfortable teaching using both these techniques.

4.3 Experimental Procedure

We performed the following activities in both the control and the experimental group during our intervention: pre-test, classroom lectures, cognitive load survey, and post-test. Attendance was taken for all the classes during our intervention.

4.3.1 Pre-test. A pre-test was conducted to determine the students' understanding of the basic concepts in programming. There was a total of 5 questions on the pre-test. The following are the topics for the questions: (1) C basics, (2) functions and recursion, (3) pointers, (4) linked lists, and (5) memory regions (stack vs heap). The pre-test was conducted for a total of 50 points, 10 points for each question. The pre-test questions were created based on the previous topics that students learned in the basic programming and data structures courses, in consultation with the instructors who taught those courses. The above mentioned topics were tested in the pre-test as they would give us a baseline for understanding the students' prior knowledge about their programming skills before our intervention. The complete pre-test can be found at this link: http://bit.do/cpp_pretest.

A sample pre-test question is shown in Figure 1.

2. Functions and Recursion! [10 points]

What is the output of the following code snippet?

```c
#include <stdio.h>
int func(int n)
{
    if (n == 0)
        return 0;
    return (n % 10 + func(n / 10));
}
int main()
{
    int num = 12345;
    int result = func(num);
    printf("result = %d\n", result);
    return 0;
}
```

OUTPUT:

Figure 1: A sample pre-test question.

4.3.2 Classroom Lectures. Twelve classroom-based lectures, each 50-minute duration, were taught for both groups. The C++ Standard Library was taught in those twelve lectures. The following topics were discussed during our intervention: console input/output, file input/output, strings, vectors, sets, maps, iterators, and algorithms. The same topics were taught to both the groups.

The main differences between the lectures for the two groups were the following: lectures were taught using static code examples for the students in the control group, whereas code examples were written prior to the lecture and they were displayed using CLion [4] IDE (Integrated Development Environment) during the lecture.
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The instructor went through the pre-written code examples line-by-line and explained it to students. No new code was written during the lecture. Code was compiled and executed after explaining the code example to show the output of the code to the students. Code modification was done only when students asked questions of the form “What will happen if we change this line of code like this?”

On the other hand, the lectures were taught using live-coding in the experimental group. The same code that was pre-written and displayed to the students in the control group was written line by line in the experimental group. The instructor was sharing his thought processes as he was writing each line of code. No pre-written code snippets were used while teaching the experimental group. Code was compiled and tested after writing a few lines of code and before proceeding to the next few lines of code. This was one of the main differences when compared to the control group, where the code was executed only after the entire code snippet was explained.

The classes were scheduled such that each topic was taught first to one of the two groups in an alternating manner. For example, the topic on strings was taught first to the live-coding (experimental) group and then to the static code examples (control) group, while the next topic on vectors was taught first to the static code examples (control) group and then to the live-coding (experimental) group. The number of lines of code in the code snippets ranged between 12 and 60 with an average of 40. All code snippets were covered within 50 minutes in both the groups without the need for any extra time.

A sample code snippet used to introduce Strings and I/O streams is shown in Figure 2.

![Figure 2: A sample code snippet used to introduce Strings and I/O streams.](image)

Instructions: All of the following questions refer to the lecture that just finished. Please respond to each of the questions on the following scale by circling the appropriate number (0 meaning not at all the case and 10 meaning completely the case):

1. The topics covered in the activity were very complex.
2. The activity covered program code that I perceived as very complex.
3. The activity covered concepts and definitions that I perceived as very complex.
4. The instructions and/or explanations during the activity were very unclear.
5. The instructions and/or explanations were, in terms of learning, very ineffective.
6. The instructions and/or explanations were full of unclear language.
7. The activity really enhanced my understanding of the topic(s) covered.
8. The activity really enhanced my knowledge and understanding of computing.
9. The activity really enhanced my understanding of the program code covered.
10. The activity really enhanced my understanding of the concepts and definitions.

Figure 3: CS cognitive load component survey was originally developed by Leppink et al. [19] and later modified for CS by Morrison et. al. [22].

4.3.3 Cognitive Load Survey. We used the validated cognitive load survey introduced by Leppink et al. [19] (and later adapted for computer science by Morrison et. al. [22]) to measure the three different types of cognitive load: intrinsic load (IL), extraneous load (EL), and germane load (GL) in learning. The cognitive load survey is a 10-question cognitive load component survey particularly designed for measuring cognitive load in computer science education [22]. As indicated by Leppink et al. [19], Questions 1 through 3 measure the intrinsic load (IL); 4, 5 and 6 measure the extraneous load (EL); and 7 through 10 measure the germane load (GL). Note that in both IL and EL (questions 1 through 6) higher values suggest larger detrimental effects to learning, while the value of GL (questions 7 through 10) indicate the opposite. That is, higher value of GL suggests larger positive effects for learning.

We distributed and collected this cognitive load survey to measure the three types of cognitive load at the end of one of the lectures in both the groups. The lecture in which we conducted this survey covered the topics of sets and maps. 79 students attended this lecture in the control group and 71 students attended this lecture in the experimental group.

The CS cognitive load component survey is a 11-point Likert scale survey with the following values (0 - not at all the case; 10 - completely the case). There are 10 questions in the survey. The CS cognitive load survey is shown in Figure 3.

4.3.4 Post-test. A post-test was conducted at the end of our intervention. It covered topics from strings, vectors, maps, iterators, etc. All the questions on the post-test were based on the material taught during the classroom-based lectures. The post-test contained 18 questions and was for a total of 58 points. The post-test was a paper-based test where the students had to write their answers in free form. The complete post-test can be found at this link: http://bit.do/cpp_posttest.

A sample post-test question is shown in Figure 4.
5 RESULTS

As stated in Section 4.1, the data below only includes test data of students who attended all the classes and tests. A total of 81 students among 180 students from both the groups attended all the classes and tests. Among those 81 students, 40 students were from the control group and 41 students were from the experimental group.

The mean of the pre-test scores and the post-test scores for the two groups are shown in Table 1 and Table 2 respectively.

### Table 1: Mean of pre-test scores for the two groups

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Std. Error of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>40</td>
<td>57.0</td>
<td>22.4</td>
<td>3.5</td>
</tr>
<tr>
<td>Experimental</td>
<td>41</td>
<td>56.5</td>
<td>21.3</td>
<td>3.3</td>
</tr>
</tbody>
</table>

### Table 2: Mean of post-test scores for the two groups

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Std. Error of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>40</td>
<td>62.9</td>
<td>17.7</td>
<td>2.8</td>
</tr>
<tr>
<td>Experimental</td>
<td>41</td>
<td>56.6</td>
<td>15.9</td>
<td>2.4</td>
</tr>
</tbody>
</table>

5.1 Analysis of Pre-test Scores

The assumptions for two sample t-test (e.g., nearly equal variances) were satisfied by our pre-test data. We performed an independent samples t-test to compare the pre-test scores between the control group and the experimental group and found no significant difference in pre-test scores between the two groups ($t(81) = 0.08$, $df = 79$, $p = 0.93$). This means that there is no statistically significant difference between the two groups with respect to their prior programming knowledge (with an alpha value of 0.05 for statistical significance).

As both post-test and gain scores are good indicators of student learning [8, 20, 37], we used both the post-test and the gain scores in our analysis below to measure student learning.

5.2 Analysis of Post-test Scores

The below assumptions for independent samples t-test (see Section 5.2) were satisfied by the post-test scores data of both the groups. The mean post-test score for the control group is higher than that of the experimental group as shown in Table 2. We performed independent samples t-test to compare the post-test scores between the control group and the experimental group and found no significant difference in post-test scores ($t(81) = 1.67$, $df = 79$, $p = 0.09$).

5.3 Analysis of Gain Scores

The mean of the gain scores (gain = post-test - pre-test) for the two groups are shown in Table 3. The mean gain for the control group is higher than that of the experimental group. The assumptions for independent samples t-test (see Section 5.2) were satisfied by the gain scores of both the groups. We performed a t-test to compare the gain scores between the two groups and found no significant difference in gain scores ($t(81) = 1.24$, $df = 79$, $p = 0.21$) between the two groups.

### Table 3: Mean of gain scores for the two groups

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Std. Error of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>40</td>
<td>5.93</td>
<td>21.6</td>
<td>3.4</td>
</tr>
<tr>
<td>Experimental</td>
<td>41</td>
<td>0.05</td>
<td>20.9</td>
<td>3.2</td>
</tr>
</tbody>
</table>

5.4 Analysis of Cognitive Load

We conducted the following analyses using our cognitive load survey: average factor scores, t-test, and Mann-Whitney U test.

#### 5.4.1 Average factor scores.

First, we used means and standard deviations to describe each type of cognitive load, as measured by validated cognitive load instruments [19, 22]: intrinsic load (IL), extraneous load (EL), and germane load (GL). To describe a series of grouped Likert-type questions that indicates one trait, using means and standard deviations would be appropriate [32]. The mean and the standard deviations for the 10 questions and the factor average for the three types of cognitive load are shown in Table 4.

### Table 4: Average factor scores by group

<table>
<thead>
<tr>
<th>Q</th>
<th>Avg</th>
<th>SD</th>
<th>Factor Avg</th>
<th>Avg</th>
<th>SD</th>
<th>Factor Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.47</td>
<td>2.26</td>
<td>IL=3.54</td>
<td>3.61</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.68</td>
<td>2.41</td>
<td>SD=2.33</td>
<td>3.46</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.46</td>
<td>2.37</td>
<td>IL=3.52</td>
<td>3.51</td>
<td>2.34</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>1.11</td>
<td>SD=2.32</td>
<td>1.35</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.1</td>
<td>1.86</td>
<td>EL=0.72</td>
<td>1.48</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.32</td>
<td>0.67</td>
<td>SD=1.91</td>
<td>0.92</td>
<td>1.77</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7.61</td>
<td>2.13</td>
<td>GL=7.95</td>
<td>7.91</td>
<td>1.98</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.69</td>
<td>1.94</td>
<td>SD=2.03</td>
<td>7.72</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>7.59</td>
<td>2.12</td>
<td>GL=7.70</td>
<td>8.03</td>
<td>2.61</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.91</td>
<td>1.96</td>
<td>SD=1.86</td>
<td>8.16</td>
<td>1.59</td>
<td></td>
</tr>
</tbody>
</table>
5.4.2 T-test. Next, we performed independent samples t-test on each type of cognitive load between the two groups to examine whether there was any statistically significant difference between the two groups with respect to the amount of cognitive load perceived by the students. We found a statistically significant difference on the extraneous load imposed on students between the two groups (t(150) = -3.01, df = 148, p = 0.002). There was no significant difference in the intrinsic and germane load imposed on students between the two groups.

5.4.3 Mann Whitney U test. To further investigate any specific distinction between the two groups, we conducted Mann Whitney rank test on each individual question in the survey. To describe ordinal data, non-parametric analysis of individual Likert-type questions fits better than calculating the average [32]. Particularly, we conducted two-sided Mann-Whitney U test to compare results of each question in the cognitive load survey between the live-coding group and the static code examples group. The assumptions of Mann Whitney test (e.g., independent populations) was satisfied with our data.

The results of our analysis in Table 5 show that the two groups differed significantly in question 6 (Q6) but did not differ significantly in other questions. Question 6 was part of the measure of extraneous load. This result aligns with the findings from our t-test of different types of cognitive load (see Section 5.4.2).

<table>
<thead>
<tr>
<th>Q</th>
<th>Statistic Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>2768.5</td>
<td>0.78</td>
</tr>
<tr>
<td>Q2</td>
<td>3027.0</td>
<td>0.48</td>
</tr>
<tr>
<td>Q3</td>
<td>2777.5</td>
<td>0.81</td>
</tr>
<tr>
<td>Q4</td>
<td>2498.0</td>
<td>0.16</td>
</tr>
<tr>
<td>Q5</td>
<td>2576.5</td>
<td>0.29</td>
</tr>
<tr>
<td>Q6</td>
<td>2412.5</td>
<td>0.04</td>
</tr>
<tr>
<td>Q7</td>
<td>2603.0</td>
<td>0.36</td>
</tr>
<tr>
<td>Q8</td>
<td>2810.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Q9</td>
<td>2360.5</td>
<td>0.07</td>
</tr>
<tr>
<td>Q10</td>
<td>2725.5</td>
<td>0.66</td>
</tr>
</tbody>
</table>

6 DISCUSSION
6.1 Interpretation of Results
Our study tried to compare the effectiveness of teaching programming and data structures using live-coding versus static code examples with respect to student learning and cognitive load. We measured student learning using post-test scores and gain scores. We measured cognitive load using a validated cognitive load survey [22].

We did not find any statistically significant difference between the post-test and gain scores between the two groups. Therefore, our experiment fails to show any differences between teaching programming using live-coding and static code examples with respect to student learning measured via paper-based tests.

We found a statistically significant difference in the extraneous cognitive load imposed on the students in the two groups. The extraneous load imposed on the students in the live-coding (experimental) group was significantly lower than the extraneous load imposed on the students in the static code examples (control) group. This shows that live-coding decreases the extraneous load on students’ working memory. One possible explanation could be that as code is developed in a step-by-step manner during live-coding, students know exactly which line of code to focus on, and therefore the extraneous cognitive load (i.e., load imposed on the working memory that is not directly helpful for learning) on the students is low and the students are able to use most of their working memory to focus on the learning task. On the other hand, in static code examples as the fully completed version of a code snippet is shown to students during a lecture, the students could feel overwhelmed seeing a full program (around 40 lines of code), and may be focusing on some unimportant elements in the program (e.g., include statements, function declarations) that might not directly help them with their conceptual understanding, which in turn increases their extraneous cognitive load.

Our findings match the findings of Rubin [27] that the static code examples group performed better than the live-coding group on paper-based exams, even though the difference in performance was not statistically significant. We consider our study to validate these results that live-coding might not directly help with increasing the performance of the students on paper-based exams when compared to static code examples.

We hypothesize that the reason for the poor exam performance of students in live-coding group may be because of the fact that the code on paper-based exams is static. The students in the static group are accustomed to seeing static code examples (as given on exams) more often than students in the live-coding group.

Although the results of our study matches those of Rubin’s study [27], we note that Rubin’s study examines student grades on assignments, exams, the final project, and the overall average to assess the effectiveness of live-coding, while our study primarily focuses on only pre- and post-tests. Therefore, we need more controlled experiments to better understand the usefulness of live-coding and static code examples on student learning.

6.2 Limitations and Future Work
One of the major limitations in our study is that we did not measure the code writing abilities of students using a computer-based test. If we had done so, we would have been able to collect more valuable data on how live-coding and static code examples impact the learning of students with respect to writing code by breaking down a problem into multiple smaller parts. Future work could better assess students by measuring their problem-solving abilities (e.g., decomposing a problem into multiple smaller parts) while writing code by video recording how students solve coding questions similar to those given in coding interviews [17].

Another limitation with our study is that the number of participants who attended all the lectures and tests were less than half of the total number of participants initially enrolled in our study. The reason for low retention is because our study was conducted as an optional special topics course (alongside a regular C++ course) and therefore students had no incentive to attend our classes other than the joy of learning. Therefore, our study suffers from self-selection...
bias where only the students who were genuinely interested in learning the C++ standard library were retained till the end of our study. Future work could conduct such experiments as part of regular classes to increase the validity of the data with respect to different types of students.

Finally, the amount of code examples covered in a live-coding session could be fewer than that could be covered in a static code example lecture as live-coding might take more time since typing and frequent compilations are involved. In our controlled study, we mitigated this issue by selecting the code examples such that they could be completed within a 50-minute lecture. Also, as the instructor of our study was well versed with live-coding, there were no issues with time management. Time management could be an issue for instructors trying live-coding for the first time and hence computing education researchers trying to replicate this study should be aware of this issue as it is one of the threats to validity.

7 CONCLUSION

Our study compared two methods of teaching programming, namely live-coding and static code examples, and found that teaching programming using live-coding is no different than using static code examples with respect to student learning measured using paper-based programming tests. We also found that live-coding reduces the extraneous cognitive load imposed on students when compared to static code examples, which might help students to use more of their working memory to focus on the learning task. We believe that more work has to be done in this area to truly understand the benefits and drawbacks of different teaching methods in programming and how it affects students’ performance, cognitive load, perceptions, sense of belonging, etc. We believe that our work is one of the initial few steps towards that direction.
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